!'Q Hypothese d’équiprobabilité :

L'hypothese
d'équiprobabilité
est vérifiée

& V(A<i<n) ; p(w; =cte

Avec Q = {wq, -, w,} est I'univers de toutes les
éventualités possibles. Les expressions qui montrent
que I'hypothese d’équiprobabilité est vérifiée sont
souvent : dé non truqué, boules similaires, identiques,
boules indiscernables au toucher.

ely Probabilité d’un événement :

@ Probabilités composées :

pa(C @
pa(D

(D)

_card(A) nombre d issues vérifiant A
~ card(Q) mnombre total de possibilités

p(4)

Avec : A est un événement dans une expérience
aléatoire et Q est I'univers de toutes les éventualités
possible. Et I'hypothese d’équiprobabilité est vérifiée.

EI Dénombrer le card(Q) :

B p(ANnC) =p(A) xpu(0)
m p(ANnD)=p(A) X ps(D)
m p(BnC)=p(B) xpp(0)

m p(BnD)=p(B) Xps(D)

Tirage au hasard spontané
de k boules parmi n autres
toutes identiques

= card(Q) = ck

Tirage au hasard successif
sans remise de k boules parmi
n autres toutes identiques

= card(Q) = Ak

Tirage au hasard successif
avec remise de k boules parmi
n autres toutes identiques

= card(®) =n*

Le nombre total
de combinaisons possibles
de n éléments.

= card(Q) = n!

m p(CO)=p(AnC)+p(BnC)

m p(D)=p(AnD)+p(BnD)

= P =22 xpi©
m pp(4) = % X pa(D)
B pc(B) = % X pg(0)
= 2B =22 )

gg Répétition d’un événement :

@ Triangle de Pascal - Bindme Newton

Quand on répete indépendamment une
expérience aléatoire n fois, Alors
la probabilité de vérification d'un
événement k fois est donnée par la formule :
Pi = Chxp*x (1 —p)"*

Avec: p = p(A) avant de répéter I'expérience n fois.
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g& Variable aléatoire :

X: O — R

Toute application w; — X(w;) = %

est appelée variable aléatoire

Avec Q est I'univers de toutes les éventualités possibles
dans une expérience aléatoire X(Q) = {xq,---, x,}.

E!i Loi de probabilité :

Py : X(0) — [0,1]

L application
P Xi — Px(x) = plX = x]

s appelle la loi de probabilité de la variable X.

EE Espérance Mathématique :

l espérance mathématique de la variable aléatoire X
est le nombre E(X) défini ainsi

X=EX)=) pi'x;
-1

i

X représente La valeur moyenne de X.

X: O — R

soit la variable aléatoire _
w; — X(w;) =x

px + X(Q) — [01]

et la loi de proba
P x; — px(x;) = plX = x]

E!'! Variance & Covariance :

La variance de la variable aléatoire X
est le nombre positif V(X) défini ainsi :

i=n

VOO = ) pi- (e — B = EX) — (EQO)’
i=1

La covariance de la variable aléatoire X est :

o(X) =V(X)

V(X) mesure le rapprochement ou I'éloignement des
valeurs de X autour de lavaleur moyenne X.

gg Fonction de répartition :

F: R — [0,1]

L application x 1 py(X < 1)

s appelle la fonction de répartition de la var X.

Avec X est une variable aléatoire définie sur un espace
probabilisé (Q, Py).

!!'!'! Intersection et Réunion d’événements

m AUA=Q et ANA=0
m AUuBnNnC=AUB)N(AUO0)
B AN(BUCO=ANB)U(ANO)

m Au(BUC)=(AUB)UC=AUBUC

m An(BnC)=ANnB)NnC=AnBnC

m AUB=AnNnB e ANB=AUB

m A=(AnB)u(@nB)

!!'ﬂ Sommes classiques

k=n

_ nn+1)

; eN*
> n

k=n
n+1)2n+1)
= Z k% = n

; neN”
k=0 ®
k=n 2
nn+1
m Zk3=<¥) ;. neN’
k=0
k=n
nn+1)2n+1)Bn%>+3n-1)
m Z k* = ; meN”
&~ 30
k=n 2 2092
s n"(n+1)°(2n" +2n-1)
[ ] Z k> = ; meN*
&~ 12
!!'g Quelques lois discrétes
r N\
Loi uniforme Py : {1,2,--,n} — ]0,1]
Um k — pX=k)=—
§ n y,
e N
Loi de Py : {0,1} — ]0,1]
Bernoulli B(p k — p(X=k)= pk x (1— p)l—k
y,
N

PX : {Otl;z;'“ln} = ]Oll]
k — p(X=k) =Ckpc(1 -p)"*

Loi Binomial

—2

B(n,p)
J
N
Py : N — 1]0,1]
Loi de Poisso| 2 k
P(Q) ,A>0 k Hp(X:k):e_F
: J

{0,1,2,---,n} — 1]0,1]
k — pX=k)=

Loi Py :
Hypergéomeéfrique
H(n,N,p)

k n—k
Np CN—Np

Cy

-
g J

Py : N — 1]0,1]
"¢ k- pX=k) =p(1-p)?

Loi Géomeétri

G(p)

M
. J




